Learning Interpretable Temporal Properties from Positive Examples Only
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Consider the following behavior of an Al-based robot cleaner:
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Formulas over
- atomic propositions

- Boolean operators: A (and) V (or) — (not) — (implies) 1. has size less than K (to handle overfitting); and
- temporal operators: G (globally) F (finally) X (next) U (until)
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